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Overview

* Fraunhofer IPMS is exploring FeFET based Compute-In-memory accelerators

* For the exploration Fraunhofer IPMS developed the mixed-signal neural
network ASIC 3.1b based on 28SLPe + technology with a FeFET memory array
at its core

* Accelerator connected RISC-V coprocessor via DMA for flexibility

* An adapter board was developed to characterize the chip on wafer-level

* UC1.1: People Counting using infrared thermopile arrays to detect radiation
pattern of persons
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Lessons learned

* Feasibility of concepts proved
* Next steps for commercialization:
¢ Optimize ASIC implementation and
transfer to smaller technology nodes
¢ Looking into efficient integration of the
concepts into sensor node circuits

* One of the first moves towards using
FeFET for compute-in-memory

* Largest array demonstration

* Researching FeFET memory in the
context of analogue NN and tinyML
applications

* Trade-off between flexibility regarding
possible applications and resource
limitation is challenging

*  HW-SW co-design necessary for high
performing designs
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